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ABSTRACT
‘J’hc cmmpt of an all-fiber, 1~-based sensor network is prcscutcd. llmdamcntal  issues including topology tradeoffs, power
budget, and power distribuliou subsystem arc analyzed. Some frotcntial applications of such .scnsor  networks arc discussed.

INTRODUCTION
llacb year, the airline industry spends billions of dollars on struclurc  cmclition  tests. The same test is normally required to bc
mpcatcxt  several times during the lifetime of an airJ)lanc, and the frequency of the test is normally required to bc inmascd  as
the. airplane. gcm older, but slill  some structures fail before lhc next schcdulcd  tc.st is performed. Many of tbcsc tests can not
dctccl  inlcrnal  degradation/damage in the strumrc, bccausc normally oJdy the surface of the structure is available for a test.
‘1’hc.sc  problems arc also shared by users of many other large structures SUCJI  as bridges, buildings, ships, ancl spamcraft,
pipelines, . . . etc. In spare and under the sea, performing such tc.sts  can bc also very cxpcmsi  vc or near] y impossible,. As a
rcsull,  dicrc. is a need for a buill-in, real-lime, slructurc  monitoring systcm  that can cxmtandy monitor the cmdition of both
iusidc and outside of a structure and issue a real-time warning as a test result indicates the monitomd  structure is about to
fail.

A mlwork of scmor’s  distributed over the slratcgic  Iocalions  in a shwcturc  is OJW of tbc sohnions to the structure monitoring
problcrn.  ‘1’o rc.liably  and accumtcly  detect  a potential structure failure, multip]c  sensor tyJK’S  may bc nccdcd.  l?or cxamp]c,
strain gauges may JN’ovidc a hislory of the net fOrCC cxc.rlcd  ou various points in Lhc Structure., C.hcmic.al  Sc.nsors may provide.
information about corrosion by scusiug  the chemical rclcascd  during the cmosion  process. Dy cmnpari]lg the mulls  with the
mcrhanical limit and chemical propcrlics  of tbc SIJLICIUJC,  and correlating ttlcsc  two different data scls,  the safely slams of lhc
slruclurc  can bc more accurately dctcrmiml.  ‘lo cmcr all the stm[cgic points in a large strucmrc,  thousands of scusors  and
wim  may bc nccdcd. 11 is adValltagCOUS to intcgralc  all the scusor  types together at a given point aml transmit all the sensor
data through the same lransmitlcr,  ‘J’hc sensor network should also bc fault-mlcrant  to mtucc the need for maintcnancc,
because in some, applications the. scmor network may bc cmbcddcd in the slructurc  and is inacczssiblc  to scrvicc.  in soJnc
cmviromncnts, the network should  also k, immuuc to corrosion and clcmomagnctic.  imrt’crc.nce  (1 ~M 1) and in some. other
cuvironmcm, the nclwork may bc rc.quircd not 10 gcJ)cmc  1 \M fields that cmJkl iutcrfcrc  with other 1 iM I-sensitive dcviccs.
1 lcnc.c., how to reliably and cor)JpfJct/y  nclwork  the Sensor nodes together bmomc  two very imporlaw issue.s in designing the
sensor net work.

MICRO-SENSOR NETWORKS
]n this papc.r, wc investigate a unique class of sc.nsor  nclworks that arc polcntial]y  reliable and compact.]’~  ‘1’Jlis is an all-
fihcr sc.nsor  network in which both power aud scmor data arc transmitted through fibers. ]Iccausc  fibers arc used, tbc
mtwork  is 1 iM l-ilnmunc,  corrosion-resistive, and not susccplib]c to lbc problems of grOUUd-pOtC[ltial  diffcrcmms. in addition,
the nclwork  is much more compact and light-weight thaJ) ilS COppCr-WirC Counterpart. ]11 ]argc StJ’UCtUrCS,  an all-fiber
network also extends over a longer distance without a rcpcatcr.

The potential disadvantages of an all-fiber scusor  nclwork  arc higher cost, and lower power dclivcrablc  to scmsor nodes. ‘1’hc
cost may gradually  bc brought down by the fast-growing market of olhcr Jibcr and laser-based products such as ~ablc ‘1’V and
0)-ROM systems. ‘1’hc low power available limits the bandwidth of data u ansmissiom  1 lowcvcr,  in many sensor  systems,
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bccausc  the bandwidth rcquircmml  is very low, the low power limitation may not bc a problem, ill gene.ral. lior a systcm “that
consunm higher power on the nodes, the number c)f fibers can bc incrcascrl  to rlclivcr  more power to each node. BLII, in
gcncr-al,  a low-power sensor node dcsiga is essential to the implcmcmtation  of an all-fiber sensor network. Ikom a
comparison with lhc performance on a batlcry-powered watch, which can run for a couple years without changing baucry, wc
estimate, that a low-power sensor node should bc very feasible. In general, a low-power design also leads to a compact dcvicc,
which is a valuable properly to the sensor network.

1 ‘igurc 1 shows lhc kcy clcmcnts  in an all-fiber sensor network. ‘1’hc base station cxmsisls of a laser source for powering up
the sensor nodes, and a cxrmputcr  that performs network managcmcml,  data analysis, and status  rcporling.  ‘1’hc sensor arrays
can bc networked over several fibers. A scmsor node consists of cmc or more sensors and an 1~ chip that digiti?.cs  sensor
Signals and transjni(s  t] ICII) back to tbc base station. It is also possible to integrate a ce,rlain Sclllicnlldtlctor-basti  sensors into
the 1(: chip, forming an cxtrcn~cly  compact micro-sc.nsor  chip. Although only onc line is drawn for each branch, there can bc
more than onc fiber going  through each branch to provide sepamtc  powc.r and data paths. If the base, station is far Away from
tbc user, a separate data link can h installed bctwccn  the base station and the rrscr. (k in the case of aircraft monitoring
systc,rn,  the, massive data of the base station can bc collct.tivcly  downloaded to a central station during the ground time..
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Data
Acqulsftlon

Base
StatIon

1 ‘igurc. ] IJistributcd  scmor network

AppLlcA~loNs

Swcral potential applications of a sensor network arc dcscribcd in this section, Some of thcm call bc implc.rncntcd  COS[-
cffctlivc~y  and aclcqua[c]y by usc of copper wires, while those requiring 1 iM1-inmmity  and corrosion-resistance will bmc.fit
exclusively from an all-fiber sensor network. 1 Xxpilc  the CM fwtor, which could change drmat  i call y by the cnd of this
dccadc, an all-litrcr  sensor network is mm reliable., more compact and thus more appealing than the copper-wire ]mtwork,  in
gcucral. 1 lcncc, usc of a low-cost all-fiber sensor nciwork  for applications dcscribcxt Mow may bccomc  a reality SOII-IC  day.

Structures A sensor  network could bc cmbcddcd in a strut.turc, to monitor struchmd  parmctcrs  where these were of
concm  I,

c strain and cortosion  monitoring in aircraft c.on]poncmts
. sllapc control in flcxitilc  structures
* strain monitoring in architcc(ural  structures
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‘Ihcse applications could  lead to improved pcrformac.c  of ftcxitk structures such as aircraft wings. hum knowlc.dgc  of the
status of rigid structures, such as bridges m~d old buildings would also bc possible. A fiber based systm would preserve the
non-cmductivc  propcrtks  of a composite wing, which COUM  bc inlporlant  for both tbc network and the winx. A fiber systcm
would remain undamaged in the event a mouitorcd slrmurc  wc.rc struck by lightning.

l’mver Systems la power systcm applications, the problems of ground potculial  diffcrcnccs  can justify the usc of a fibcr-
bascd  network. l)ata acquisition in the power systcm,  aod some iadustrics,  also requires inmunity to EMl and harsh
chemicals, making fiber the ideal choice. Some examples arc,

● dala acquisition iu a substation or gcncraliug statiou
● stress, strain and tcn~pcraturc  monitoring of pipes and headers in a gcacrating  station
● IcA dctcclion  in pipes and cables
. hot-spot monitoring of large dcviccs

Olhc.r power systcm applications, that take advantage of the insulating nritLlrc  of ttm fiber m mcmwrc parameters at high
voltage arc also possible. IIcrc the fact that the sensor is rcmtcly-powered is also important, as the inarxcssiblc  nature of the
sensor makes low maiatcnancc  csscnt  ial. So]nc examples arc,

● line tcmpcramrc monitoring
● line vibration monitoring
● disconnect position monitoring
● fuse status monitoring

Non-fiber l’ovwr lnsidc buildings, the network could have a variety of lnonitoriag  and control USCS,

. more cffcclivc  1 lVA~ control

. building automation
● sccuri~y systems

Ilascd 011 the users, the applications mcntionc.d  above and some ncw ones caa bc c.tassificd as in ‘J’able 1.

TABLE 1 Applications of Micro-Scmsor Ncrtworks

INDUSTRY
Civil Infrastructure ‘- “ “-

(Ilridgcs,  Buildings)
Structure Aligumcat
Commercial and Military Aircraft
(I lcaltb  Managcmcmt)
~:Ml,  (:a~si~c~wgj$t!  !.... . . .
Pipeline
([;orrosioa  1  ,c~ia~cj,  V a l v e s )
Heavy Equipment
.~c.ntilation,  ~ompcssor)  ___ ___ ____
Power Industry “-’
(Substation, Gcacrating Station, 1 IV 1,inc) --—

WTITUTEBpACE—— ——.
Antenna Surface
(Shape l)istorlioa)

-...
Spacecraft Structure
(Vibrations, Micro Mctcmritc.s.,  Surface
~ontanli~_r!tion,  Olargc 1 ;ffccts, “1’c]npcmlurc) __
Seismic Array

Space Station

S m a r t  H i g h w a y  - ‘-
(Ice, [lacks, Oil, l’latncss)

‘1’hc  readers can probably add more applications to this list,

BASIC FUNCTIONS OF MICRO-SE:NSOR  CHIP
l:igurc ?, shows the basic fuactions of a micro-scusor  chip. A number of control protocols arc possible. IN oat, when tbc
lnicro-scmsor  chip rccc,ivcs  a conm~and  from tbc base station to perform a mcasurcmcnt,  the microprocessor c.omparcs  the
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UCKIC  riddrcss  rrttachcd  to lhc command and issue a control  signal  to acquire. a set of sensor data if the addresses match. ‘J’hc
scnscM data, if consisting of multiple sensor’ types, will bc first multiplexed rind them sent to the analog-to-digital (All))
convcr[cr. ‘J’hc  A/n convcr[cr  digitizes the signals and passes thcm to the micro promsor  and then to the 1.1;1) or the laser
driver  to transmit the data back to the base station, lJadcr  this configuration, the addressing has to bc pcrformd  through the
power porl. Another possible configuration not shown is to have an additional pm and rcccivcr  for addressing.

An allcmativc to the 1.I;ll or laser is an optical modulator which cmsumcs  much ICSS power than the 1.1 H) or laser. The
optical beam mcdcd in the modulator ripproach  can bc citbcr  from tapping som optical power from the power distribution
fiber or from a separate fiber powered by a separate. laser source., In the former approach, the power consumption is probably
not too much lCSS than the 1,1 H J or laser approach, bccausc  the inscrlioa  loss of a modulator is fairly large. in the latter
approach, power is not cxtractcd  from the power distribution fiber. So, more power can bc available for the micro-sensor
chip. 1 lowcwcr, tbcrc is a limitation to this approach as discussed below.

‘1’hc inscrdon loss of a modulators can bc lower than 1 S%, if it is polarization-scnsilivc. ‘1’his  estimate is based on a cmpling
efficiency of SO% pcr facet of the modulator, and a 10SS of 50% duc to the Polarization-sensitivity. As an cxamp]c,  if there arc
ten nmtcs,  the total insertion loss of the modulators is an cxtrcmcly  large 90 dIl ! 1 ~or polarinrtion-inscmitivc  modulators, the
total insertion loss is still 60 dB, which is almost within the capability of today’s transmitter and rcccivcr.

From Bko
Baso Station
station

1 igurc 2 l:utlclional  diagram of a ]nicro-scasor  chip

NETWORK TOPOLOGIES
OJIC fcalurc of a sensor network that is diffcmt from a cmputcr mlwork is that the scmsor  nocles do not need to talk to each
other. Only the base stalioa of the sensor nclwork nmls to talk to a scasor  node,. l’his happc.ns when tllc  base station needs
the sensor no(ics  to send data back to the. base station. ‘J”his implies that as fi~r as the addressing schcmc  is conccmcd, wha[
topology to usc dots not mat[er  too much. Topology becomes more critical when power distribution, data transmitting, and
fault tolcrancc  arc concer]icd. In the following, wc will discuss tbc properties of different topologies and their tradeoffs.

‘1 Imrc arc at least three topologies that can bc considered for sensor nc,tworks as shown  in 1 ;igurc  3. ‘1’hc first one is a star
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topology in which each node is cmncc.ted  to the base station directly. The second mm is a daisy chain topology in which all
I!hC IICXICS arc chained together. ‘J’hc  third one is a hybrid topology which is a mixture of star and daisy chain. ‘J’hc  da(a
l~ammission  may usc a different topology from the power distribution. III the hybrid topology, power distribution and data
l~ansmission  may have different mrtnbcr of nodes pc.r branch, dc(crmincd by their own power budget.

sp&%i
\

DAISY-CHAIN

L+t’

HYBRID

1 ?igurc 3 Sensor network topologies. ‘J”hc  line may rcprcscnt  power distribution fiber or data lransmissirm
Jibcr.

‘1’able, 2 lists the tradeoffs of these topologies. ‘1’hc number that follows each proJ>crty in the first column, based on our
personal luitirm,  is the weight rcpmcnting  (IIC relative impor[anm of that property with rcspcc.tivc  to otl)c,rs. ‘J’hc,  sc.alc of the
weight is 1 to 4 with 4 being the most irnpor[aut.  “J’hc  number that follows the. grade of a topology is the relative score of a
topology  for a properly, again somewhat subjeciivcly  cslimalcd.  The range of the score is from 1 to 3.3 is given to the most
favored topology for a properly. ‘1’lm  weighted total score is calculated as the inner product of llm wc.ight c.olu]nn  and the
score column. 1[ can bc used as a general index for sc]cctiag  the most suilab]c topology.

1 kom ‘J’able 2, star toj~ology  has the highest score, clo.scly  followed by the Jlybrid toJurlogy.  “J’hc daisy-chain topology is the
distant last, ‘1’hc only two propcrlics  that dfiisy-chain  topology has [IIC highest score is the NIJMIII  ;}< {)] i ]~1 111 ;1<S NJ H {])1 il)
and 1.ADI il ,ING ANJ ) lNS’1’AI.1  ,Arl”JON.  ‘1’hc only pmpc.rty that a hybrid topology has tlm highest scmc  is the MAXIMUM
N(JM [J] lI? 01; N()])l N. lhus, the only way these two topo]ogics  can get a higher score than star topology is by incrcasitlg  the
weights of these  two propcrlics  to bc much }]ighcr  than the curr’cnt scale of 1 to 4. ‘J’his is not unrcasol~ab]c,  bccausc  LIW scale
of pr’rqmly  may bc applicat  ion dcpcndcnt.

lkcausc Uw diameter of fibers arc fairly small, it is possib]c  to package all tllc fibers in a siaglc  cable with a diameter slightly
larger tl]an that of a sing]c-fiber cable to incrcasc  the score of handling and itlstallation  for star topology. ‘1’his  possibility is
discussed below.
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A SINGLE-CABLE IMPLEMENTATION OF STAR TOPOLOGY
A spcc.ial  il]lplclllclltaticlll  of .sIar topology, that  can incrcasc  the Iolal score of star topology in ‘J’able. 2., is to paclwgc  all tbc
fibers into onc cable. lly doing so, there will be ICSS cllancc to tangle tbc fibc.rs  ancl (hc node.-labcling will also bc easier. “1’his
ilil]~lcll~clltatiorl  can be used  wi[h tbc hybrid topology 100 by packaging all lhc brancbe.s into cmc cab]c.

1 ‘igurc 4 shows two single-cab]c il]~]~lcil~c]ltatiol~s  of slar  topology. III 1 ‘ig. 4(a), star topology is used for botb power
distribution and data transmission. ‘J’bc  addressing is performed tbrougb (he power distritwlion  fiber. in 1 jig. 4(b), star
topology is used for data transmission, while daisy-chain topology is used for power distribution. ‘J’hc advantage of this
illll>lcrilclltalioll  is that tbcrc arc two data porls  pcr node; onc port can bc used for addressing, while the othc.r can bc used for
trmmmitting,  sensor data. lJndcr this configuration, power will not bc intcmptcd  during addrcssitlg.  ‘J’hc disadvaa!agc of this
itl~]~lcl]]cl~tatit)]] is that tllc power distribution is not very fmlt-mlc.rant.

‘1’IIC  cable diamc.te.r of UWSC il]~]~lcl~~c.]~tatio]~s  can bc rcasonab]y  small. 1 W cxamp]c.,  if tbc. fiber diameter is 2,50 }un, ] 00 of
tbcm can bc packed into a 2.5 mm x 2.5 mm square or a girclc. widl a diamctc.r of 3.6 mm. With the jacket, tbc cable
diameter is probably slill  ICSS Iban 5 mm or 0.2”. ‘1’his  is roughly only 3 times tl)ickcr than a standard siuglc-fiber cable
whit.b has a diameter of -3 mm. A ge.acral but not serious drawback of tbc single-cab]c ill~plcl]~cl~tatic)]~  c)f star is that more
films arc used.
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l~igurc 4 Two examples of the single-cable implc.mcntation of s[ar topology.

OPTICAL-POWER DISTRIBUTION
IU implementing daisy -c}lain  topology m’ hybrid topology, a fundamental issue not fomd in star topology is how to disltibute
the power cvcmly over each node. The most straightforward way, which is the focus of this scclion,  is to usc taps or c.ouplcrs
with fixed ralios.  “1’o tap equal amount  of power al each node, a different tap ratio is needed for each node. The question then
is, what is the tap ratio  at each node? IJow arc they dcpcndcnt  on other propcr(ics  of the nctwmk? Oncc the tap ratios arc
dctcrmincd,  they cm bc obtained from many vendors as standard products.

If the fibers and connectors arc IOSSICSS,  the answer is fairly straightforward, the tap ratio of n[h node from the lasl node is
simply 1 h) (SCC  I Jig. 5). 1 krr example, let us cmsidcr a network with 3 nodes only. ‘1’hcn the tap ratios for the last node,
second node from the, last and third node from the last arc 1, 1/2, and 1/3, rcsJmtivcly.  “l’his can be verified as follows. IIy
dcflnition,  an even power diskibution  would mean that each node slmld rwxivc  1/3 of the total power. Apparently, the first
nodc~[onl  the liner (or the third node from the last node) should tap 1/3 of the power off the fiber  and pass 2/3 of the power
on. I’hc smond node from the laser (also from the last node) should Mp 1/2 of Um power off the fiber, and pass the rc.rnaining
1/3 of the total  power 10 the last node. ltinall  y, the lasl node appalcntl  y should  tap 100% of the power off the fiber to get its
sluarc  of 1/3 of the, tovdl  power.

“1’his 1/11 formula indicates that the tap ratio dots not depend on any property of the mlwork. ‘1’tw last node of any nclwork
always has a tap ratio of 1 and the ntb node from the lasl  node always has a tap ratio of l/n, in gcwcral. What is significant
about  this fact is that tap ratios nml not be rccakulatcd  each time a different sensor network is considered. A bonus from
Ulis fact is thal couplers with standard coupling ratios can be ordcrtxl in quantity and hence cost effectively.
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liigurc  5 lJniform  power distribution in a losskss  daisy-chain sensor network
‘l”JIIl:  l’ap IMtio  at node n from lasl node; ‘l’: lntcrmdc.  ‘J’ransmission  (1 ,0ss)

.Apparcntly,  the 1/n formula does not apply to tbc case of a lossy  link. 11 can h shown that in lhc lossy-link  case, the nominal
tap ratio “1’~11  at the nth node from the last node is givcl~ by

.,.1)-1
TR1) = ---- —--- ---- ------,, .,, + ,,.2. ~ . .,+ ~.ll-l (1)

where ‘J’ is the internode transmission or (1 - lntcrnode  1 oss). Nominal tap ratio is defined here as the coupling ratio of a
coupler without cxccss  loss. lJniform internode losses  arc assumed here.

If there arc no immodc  10SSCS, i.e. ‘l’=], 1 iq. (1) indczd reduces to the l/n formula.

l?or ‘l’#l,  using the relation,

]+”J’+’J’2’  +... +”1111-I  = -1-’1’
1- T’)

1 !q. (1) can be further reduced to a more compact form,

TR,, =- ‘1’”-1 -]~u~
1- ‘1’1’

(2)

(3)

‘1’0 oblfiin the actual tapped power ratio, the. nominal tapped power at the Ml node.  has m bc corrcctcd  by Ihe cxccss  loss of
the coupler. Namely, if the cxccss  loss is x dIl, the acmal input powc.r has to bc. x dIl above the nominal tapped power.

As an example, lc1 us assume the cxccss loss of the coupler is 1 dD, lhc fiber loss is negligible, and there. arc 10 nodes  totally
in the network, Then dlc internode transmissiol~  is ‘1’=79%. ‘1’hc,  nominal pcrcculagc  of total power distributed to each node,
as calculated using n= 10 in 1 iq. (3), is 2..9% as opposed to the 107~ value cxpccml  in the losslcss-lilk  case. After corrcc.tcd
by the 1 -dI1 C.XCCSS  loss, the power distributed to each noclc is now only 2.3%J of the total power. ‘1’hc overall loss, calculated
as 2.3%,/1 O%, is 6.4 dI1. ‘J’JIc  nominal tap ratios for each node counted from the laser arc

‘1”1/  = 2.9% 3.7% 4.9% 6.5% 8.7% 1 ?.%, 17% ?6% 44% 1 00%

as opposed to

‘l’J<  E 10% 11% 13% 14% 17% 20’51 2s% 33% 50% low,

in Uic IOSSICSS  case. ~oup]crs  wilh a ratio from 1 % to 99% arc. available as a standard product from most fiber-optic vendors.
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Similar to the l/n formula, l;q. (3) suggcsls  that tap ratios arc indcpcndcn(  of the total  number of node.% ‘1’hc tap ratio of the
last node is always 1, the second from lhc last  is always ‘J’/(l +’J’), and so on, no matter Lhc total mmbcr of nodes. The tap
ratio dots depend on ~hc loss of lhc coupler and fiber. This is not a problem as long as the losses of lhc cmplcr and fiber do
not vary loo much from node to node.

POWER BUDGET
The power budget of a sensor network depends on the topology used. }ior  star lopo]ogy,  the power budget is about the same
for cm.h node and tbc power budget can be estimated on a per-node basis. lior daisy-chain topology, the power budget has to
b considercxl  by treating the network as a whole, because the total loss sem by each node is different. In the following, the
power  budget pcr node for a star network is first cstimalcd.  Then the power budgets for 10- and 100-node star sensor
nclworks  arc compared to those of daisy chain sensor networks.

In optica]ly-powered ac electric and magnetic field sensors dcvclopcd previously at J1’1 ,,4~S the hybrid circuit required about
275 pW and was supplied by a 50 n]W Scmicmductor  laser diode, About a third of the power was cmwunmt by an op-arnp
chip used to handle the analog signal from the sensor. Another third was consumed by the 1.1 ill USCXJ  to return a coded
optical signal  to the base station. The op amp was a low power commercial chip, drawing 100 pW. The 1.111)  was also
estimated to mprirc 100 pW on average.

‘Jhe micro-sensor node should bc designed to rcducc the total node chip power by a factor of 10 or 20, to about 10 to 20 ItW,
A power budget for the optical power source can bc estimate.d as shown in Table 3, assuming a node chip requires 2011W,
and with conscrva(ivc  estimates of 10 SSCS.

IIascd on Table 3, 10 node and 100-node star sensor  networks Vpould require a total laser power of 1 S dIhn (31.6 mW), and
25 d~lnl  (316 row), respectively.

l;or  daisy-chain topology, the laser powc.r  required can be calculated by considering the first node from the laser, ‘J’hc power
that reaches the first node of an N-node daisy-chain network is given by

p = P,,l) .rJ’J{N .’I:XC . ‘l&J,J 1,;,{ (4)

where 1’1,1, is the power of the laser diode., ‘J’~N is the nominal power tap ratio for the first node from ttm laser (or N(1I node
fronl the, last  nodc)t TCXC  is the cxccss loss  Of tlIC COUJ~lCr il~ linCar sCalc as OPPOSC  to dI~> and ‘I”m I I 10< is ttlc  overall  10SS  in.. . .
Table 3 in linear sc.alc.

. . . . . .

TABLE 3 Power Budget Per Node for Star “t_opology

PARAMETER
‘ - F

_.—. .__.. __ —__ . . . .___.. . .. -—. . . . .
l)hotodiodc  10SS (optical to clcdrical)

‘---”-1--””-  ‘---
lo(iI] (0.1)

1 ma duty cychx 3 drl (0.5)

overall loss: 22. d]} (0.00631)

her’ power required = Node chip power required 5 dI]m (3.16 n~W)
+ Ovcrall  loss
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Substit  u(ing 1 !q. (3) into liq. (4) with some manipulation yickts d)c required laser power for a daisy-chain network

P 1 -TN
“rJ) = :“:--””--”----””  “ ;:---;N--l

‘ 0’1’1 II ;R ~~c, (1 - ‘1’)
(5)

p~l’[yll lt ;}~ is actually given by the laser power required listed in ‘l’able 3. To compare the laser power required for daisy-
chain networks, let us assume the cxccss  loss of the power tap is 0.5 dll on average and the fiber  loss is ncg]igiblc.  Then
based on 1 iq. (5), the laser power required for 10 node and 100 node networks arc 18 dIhn (63.1 mW) and 64.6 dIhn (2,.88
kW !), rcxspcctivc]y.  ‘1’hc fact that the diffcrcncc  bctwcca 10 node and 100 node is almost 4 order of magniludc indicates that
the power requirement for a daisy-chain nclwork  grows cxlrcmcly  nonlinearly with the number of nodes.

I;rom the analysis performed above, s(ar networks arc clearly more energy-cfficicnt than daisy-chain networks. Also, this
analysis can be used to determine what number of nodes in a branch of a hybrid nclwork is adequate. l?rom the example
above, that number probably should be ICSS than 10. Although the analysis performed above is for power distribution, similar
power rcquircmcnls  is also cxpcctcd  for data transmission.

SUMMARY AND CONCLUSIONS
We have discussed an all-fiber sensor network regarding its properties, topologies, tradeoffs, power budget, and potential
applications. The tradeoff analysis shows thal the star topiogy, in particular the single-cable implementation, is the most
favored topology with the only disadvantage of requiring more fibers. ‘1’hc daisy-chain topology is not favored in all
categories cxccpt in number of fibers needed and iustallalion  handling (which is also favored by the single-cab]c
implementation of star topology). l’hc hybrid topology, which is a mixture of UICSC two and more favored than the daisy-
chain, may still  h valuable in certain applications in which number of fibers used must be reduced to be less than required
by a star topology. Power budget estimate indicates that a daisy-chain network consumes much more power than a star
network. All-fiber scasor networks arc rc.quircd ia ccrtaia applications in which 1 iMI immunity and/or corrosion resistance
arc nemsssary.  IU general, an all-fiber sc.nsor network is more reliable, compact, and light-weight than its copper-wire
countcrparl,  with the only disadvantage of eostit~g  wiorc  for the time being. Ncvcrdlclcss,  the cost  of an all-fiber sensor
network is c,xpcclcd to come dowa signifieantty  soon, since the market of other fiber and laser-diode based applications such
as cable “1’V networks and CD-ROM arc growit}g  mpidly.
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